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Abstract

Context: Decision making pervades software and systems engineering. In-
tertemporal decisions involve trade-offs among outcomes at different points
in time. They play a central role in systems design, as recognised since
the inception of the software engineering (SE) field. They are also crucial
factors in the sustainability of design decisions. However, temporal decision
making is not adequately understood in SE, while the field of Judgement
and Decision Making (JDM) offers a vast array of empirical findings and
research methods that could be utilised.

Objective: This article aims to examine how software professionals
handle intertemporal choices; in what areas of software development such
decisions can be found; and how systems design decisions can be charac-
terised and studied as intertemporal.

Method: We developed a method to study intertemporal choice in SE,
based on an initial set of psychological theory grounded in JDM. We instan-
tiated the method in a study to elicit responses to an intertemporal choice
task followed by a Cognitive Task Analysis (CTA) interview.

Results: We found that study participants overall displayed a tendency
to discount future outcomes, but individual participants varied wildly in how
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they valued present vs. future outcomes. They indicated several locations in
which intertemporal choices occur in everyday software development. Based
on these findings, and by reconciling our initial theory with existing JDM
theory and results, we further developed and refined our theory and study
method into a framework for studying intertemporal decision making in SE.

Conclusions: To obtain a basis for more sustainable software systems
design decisions, SE research should adopt a more comprehensive, detailed,
and empirically consistent way of understanding and studying intertempo-
ral choices. We provide suggestions for how future research could achieve
practical methods that address essential characteristics of real-life systems
design decisions.

Keywords: intertemporal choice, temporal discounting, judgement and
decision making, naturalistic decision making, cognitive task analysis,
psychology, human factors

1. Introduction

The life of a software system is full of trade-off decisions. Requirements
engineers, architects, programmers, testers, user interface designers, project
managers, and many other software experts must work in concert to navigate
design options on different levels that shape the system they are making.
In response to this reality, software engineering research and practice have
developed sophisticated approaches to support and, in a limited sense, au-
tomate decision-making within specific areas of the profession.

Many trade-off decisions in systems design involve a dimension of central
importance that is particularly difficult to grasp: time. Their outcomes are
scattered in time: some of them are close, others distant. Decision making
researchers call such trade-offs intertemporal [31]. Designers must judge
not only what options exist, but also when they occur and who they affect.
Long-term considerations have been discussed since the coining of the term
“software engineering” (SE) and were part of the founding impetus of the
field. They become increasingly urgent as a consequence of the ongoing
trend of digitisation of society.

The intertemporal nature of SE choices may affect what is chosen in un-
desirable ways. A tendency to favour immediate outcomes over more distant
ones may lead to favouring quick wins over options that look less attractive
but are more sustainable. This has internal and external consequences for
a software project. Internally, the deterioration of a design causes increased
effort for future development and quality. Externally, consequences include
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negative effects for customers and society at large, depending on the kind
of system being built.

In this paper, we explore the issue of complex software systems design
decisions with implications over time through the psychological lens of in-
tertemporal choice: ‘decisions involving trade-offs among costs and benefits
occurring at different times’ [31, p. 351]. We discuss the nature of such
decisions and introduce concepts from those scientific disciplines that have
examined these topics since before SE emerged. To address the temporal di-
mension of decisions more wisely, we propose to first understand more about
the decisions themselves as well as the complex cognitive and social decision-
making processes that unfold when real-life systems design and development
happens. Humans can, after all, successfully navigate very complex design
spaces involving technical, social, temporal, and ethical dimensions. Know-
ing more about how that happens, and when and why the process might
break down, will be crucial for the creation of novel approaches to decision-
making in SE. We examine how time plays a role in design decisions in soft-
ware projects, and we propose a characterisation of intertemporal choices
that helps us understand and analyse their cognitive and social aspects.
We conclude by mapping possible research directions that we may pursue
to increase the understanding of intertemporal choice in software design
decision-making across time. The direction taken here extends the existing
significant research in SE on human factors (see, e.g., [8], [51], [74], and [27]
for overviews of different areas) and opens a new direction of research with
novel potential for improving how we design sustainable information and
software technology.

2. Background

2.1. Decision-making across time in software engineering

Complex engineering decisions with many variables and parameters are
at the heart of SE as a field. For example, this includes architectural trade-
offs decisions [86, 41, 14, 91, 3, 28], Technical Debt management [52, 2, 24, 9],
and software component selection [59, 38].

Intertemporal choices in which the outcomes are located at different
future points occur in many areas of life. Pinpointing where they occur
in systems design is not straightforward, but many decisions taken in sys-
tem development have uncertain but far-reaching long-term effects. Many
also involve trade-offs between uncertain longer-term effects and shorter-
term effects. In SE, the decisions that are most explicitly intertemporal
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surface in Technical Debt management [52, 2, 24, 9], architectural trade-
offs [86, 41, 14, 91, 3, 28], refactoring [1], software maintenance and sus-
tainability [19], as well as in test automation, feature prioritisation, and
project management decisions, as we established previously through a pair
of systematic literature reviews [7, 5, 26]. These kinds of decisions all deal
specifically with options that have outcomes at different points in the future.
However, there may be other places too where intertemporal choices surface
in less obvious ways.

Building on predecessor disciplines, SE methods rely on multi-criteria
decision making methods including utility analysis and the Analytic Hier-
archy Process [42, 72]. These mechanisms are used to effectively handle
the uncertainty and complexity that arises from the interplay of many in-
tersecting factors. Attention is now honing in on the cognitive aspect of
decision making in such situations [86]. While the existing work on decision
making in SE and its predecessor disciplines bring many valuable sugges-
tions on how to effectively and efficiently compute a decision given complex
parameters and probabilities, we recognise that the question ‘how do hu-
man beings make such decisions’ falls first and foremost into the purview of
psychology and the social sciences. Similar to other human factors research
in SE [51, 60], we therefore build first from a rigorous foundation based on
reference disciplines such as psychology. These provide us with a vocabulary
for being precise about the questions we ask.

2.2. The concept of intertemporal choice in reference disciplines

The reference discipline for decision making is of course the field of Judge-
ment and Decision Making [44], which employs perspectives ranging from
psychology and social psychology to behavioural economics, sociology, neu-
roscience and combinations thereof, such as neuroeconomics [55]. JDM typi-
cally locates its roots in Bernoulli’s work that founded multi-criteria decision
making but has incorporated a broad range of disciplinary views over the
decades [43].

In SE and other fields, the terms choice and decision are sometimes used
interchangeably. But it is worth paying attention to the nuances with which
reference disciplines differentiate between these key terms.

e A decision arises in a situation in which someone could conceivably
make different commitments on how to proceed. In naturalistic deci-
sion making, a decision is defined as “committing oneself to a certain
course of action” [53]. We follow many JDM researchers in taking the
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encompassing perspective that a decision is a “conclusion or resolution
reached after consideration” [65].

e A choice is a specific type of decision where distinct options exist from
which a selection has to be made. In other words, a choice is the
“act of selecting or making a decision when faced with two or more
possibilities” [64].

o Judgement is broader. For example, when a person faced with a choice
between two options rejects the framing and generates a third option to
pursue, they have exercised judgement in reflecting on the boundaries
of the presented decision and have made a different decision (commit-
ment). In other words, judgement is “the ability to make considered
decisions or come to sensible conclusions” [66].

It is important to note that these distinctions, while established in the
reference disciplines of JDM, are not standard in SE. Instead, the prevailing
view is narrower, based on only some areas that investigate decision making
from a certain perspective. In Decision Analysis and Multi Criteria Decision
Making, a narrow definition of decision making as choice — as “selecting one
option among possible alternatives” — has been so dominant over the broader
cognitive, psychological and social reality of decision making that the con-
cept of decision making collapses into choice. As a consequence, some have
questioned whether this concept is in fact relevant in software development
— for example, whether programmers really make explicit ‘choices’ [71]. In
reality, however, decisions often involve the creative development of new op-
tions and the re-examination of what comprises the situation. At the same
time, they often do not involve choices between options [47]. This may ap-
pear counter-intuitive, but a commitment to action can be made, and often
is made, without comparing multiple options.

Correspondingly, this article takes the encompassing definition of deci-
sion making from the JDM literature and uses the terms as defined above.
However, we use the term choice to mean decision in one case: decisions
that involve trade-offs between outcomes occurring at different points in the
future. These are called intertemporal choices [31, 54], and constitute a cen-
tral topic in JDM. The term intertemporal decision would perhaps be more
accurate, but since the term is already established, we make this exception
to be consistent with terminology in JDM and behavioural economics. Still,
we speak of intertemporal decision making when referring to the activity of
making decisions of an intertemporal nature.
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Intertemporal choices are often studied in terms of the extent to which
time changes the subjective valuation of an outcome. The degree to which
an increase in time changes the valuation a decision maker places on an out-
come is called temporal discounting. For example, a person who is indifferent
between receiving $100 in one year and receiving $100 in two years would be
said to exhibit no discounting, whereas someone who would require an ad-
ditional $100 to be indifferent to postponing the receipt of money by a year
would be said to have a discount rate of 100% for that year. Researchers in-
vestigating intertemporal choice have noted that “most — if not all — choices
that individuals and organisations make in the real world are intertempo-
ral” [78]. It follows that many, if not most, software design choices are, too.
SE decisions that are most explicitly intertemporal include Technical Debt
management, architectural trade-offs, refactoring decisions, test automation,
feature prioritisation, and many project management decisions [7, 26].

A wealth of research exists on intertemporal choice [54], but within the
context of SE, it is a new concept [5]. Most theories, methods and studies
are based on the idea that discounting exists and that it can be expressed
as a mathematical model of valuation as a function of the time horizon. For
example, the dominant model of discounted utility proposed by Samuelson
[73] assumes that the discount rate is constant in time and models the future
value F'V as a function of the earlier (often present) value PV and the time
between the two options t. In the case of discounted utility, the simplest
model, the annualised continuously compounded discount rate DR, [73] is
constant: F'V = PV x ePHext,

Because many studies observed that participants’ choices are not well
described by this exponential curve [31], other models have been developed
and evaluated [56, 34, 31]. For example, in hyperbolic discounting, the dis-
count rate decreases over time, with the rate of decrease in turn decreasing
over time [69]; and the Area Under the Curve (AUC) provides a compound
measure of the aggregate amount of discounting observed in an individual
or a sample over the entire range of time periods [61].

Real-life intertemporal choices can be explicit and salient in the decision-
maker’s mind, such as the choice of whether to buy a specific health in-
surance; vague and open-ended, such as the decision of how to spend the
weekend; or habitual, such as always buying a doughnut with the morning
coffee on the way to work. It is usually not straightforward to tell what the
best decision would be, and with varying individual characteristics, differ-
ent persons will choose differently. Nevertheless, a general tendency is for
humans to favour positive outcomes that are more immediate. A positive
discount rate is common across experiments in many fields, meaning that
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in general, people tend to perceive outcomes further into the future as less
important than more immediate ones [31].

Decisions do not happen in a vacuum, and the context in which decisions
are made and the way that options are presented affect the decision out-
come. The choice architecture concept describes how available options are
presented to decision-makers, including factors such as layout, sequencing,
and range of choices [81]. Altering such factors can nudge decision-makers
towards certain choices and behaviours [80] and may interact with temporal
aspects of the decision. Choice architecture in turn must be considered as
part of the larger context of decision making, which includes such as aspects
as team roles and group dynamics as well as organisational policies, incen-
tives, norms, and values. In JDM, the entire system of these elements is
referred to as the ‘macro-cognitive’ system of decision making (c.f. [46, 75]).

In summary, decades of intertemporal choice research in these reference
disciplines have resulted in sophisticated study designs to elicit discount
rates [15] and explore the many cognitive factors involved in preference con-
struction and choice. Researchers have elaborated and compared several
models to represent discounting behaviour over time; identified a “spec-
tacular” range of individual behaviours in different studies [31]; explored
questions such as the differential discounting of losses, gains, and ‘mixed
outcomes’ that combine losses and gains [78]; and questioned whether the
standard model of intertemporal choice based on quantitative discount rates
over time is an empirically valid description of how the human mind per-
ceives and values time [90]. These frameworks and methods provide a rig-
orous foundation for the study of intertemporal choice in systems design.

2.8. Intertemporal choice in SE

When we consider SE decisions as intertemporal choices, many ques-
tions arise. From this perspective, how software professionals actually make
intertemporal design decisions is not at all clear: The question has only
recently begun to attract attention in SE [89, 82, 86, 7, 5].

Excessive temporal discounting can cause significant long-term harm, so
understanding discounting in software development may provide a key to
better long-term outcomes. Long-term perspectives have often been advo-
cated for [67, 62, 91]. For example, the focus of technical debt on ‘expedi-
ency’ [57] already emphasises the costs of short-term thinking. Even more
importantly, short-term thinking can lead to harmful outcomes for stake-
holders and society at large.

In a recent study [6], replicated in several countries [26], we examined
whether software developers discount future outcomes. We found extensive
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temporal discounting: To regard a positive uncertain future outcome (effort
savings) as equally valuable as a comparable closer outcome, participants in
all cohorts required additional benefits that exceeded the effects of financial
interest rates by orders of magnitude. But just as interestingly, the study
also identified striking differences in individual preferences and found that
developers with more breadth of experience discounted less.

3. Methods and Contributions

3.1. Research Questions

Our aim is to better understand the social and psychological dynamics
at play in intertemporal software design decisions. This study addresses the
following research questions:

RQ1: How does temporal distance affect software professionals’ choices?
RQ2: Where do intertemporal choices occur in systems design practice?

RQ3: How can we characterise intertemporal choices in systems design?

To address these questions, we present a method for studying the be-
havioural and psychological aspects of what choices people make and how,
and we instantiate it in an empirical study. Our method poses an intertem-
poral choice task in a familiar and often-occurring software project manage-
ment task: that of choosing between work with benefit in the short term and
long term. The method then uses this task as a probe for inquiring where
and how intertemporal choices surface in our participants’ work. This al-
lows us to look for other activities where intertemporal choices occur. In the
analysis, we abstract our results into a framework for guiding future studies
on intertemporal choice in systems design. This section covers the design
of the method, while Section 4 covers the study design using that method
and Section 5 presents results from that study. The materials used in the
method are available online[? ].

3.2. Method: Cognitive Task Analysis

To examine how software professionals make judgements and decisions
that involve trade-offs in time between uncertain future outcomes, our method
is structured around an intertemporal choice task that performs two roles:

1. It elicits an intertemporal choice response from each participant.
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2. It serves as a probe for a subsequent interview that explores what
other intertemporal choices the participants face in their daily work
and how they reason about them.

The method is designed to support researchers in exploring the range of
reasoning mechanisms and heuristics in their participants’ ‘cognitive tool-
box’ [32]. For this reason, it is based on Cognitive Task Analysis (CTA).

CTA studies cognition in a real-world context [16] and has been ap-
plied in countless domains involving skilled expert performance, including
medicine, emergency response teams, management, the military, and engi-
neering [76, 36, 16]. It has come to describe a wide range of techniques for
knowledge elicitation, data analysis, and knowledge representation. For each
core aspect of CTA, techniques include methods known in other contexts,
such as semi-structured interviews, Q Sort [10], or Repertory Grids [20, 11];
a range of methods specifically developed within CTA, such as Critical Deci-
sion Method [50], Critical Incident Technique [30], and Interacting Cognitive
Subsystems [4]; and methods that originate within the practice of CTA and
have found widespread adoption outside, such as concept mapping [63].

In SE, CTA techniques such as verbal protocol analysis [23] have been
used to gain insights into how cognitive biases may impact the performance
of software professionals [37]. For example, in a study on the relationship
between pair-programming, cognitive biases and productivity, Jain et al. [39]
found that novice and experts software developers are significantly affected
by confidence bias, which reduces their productivity.

3.8. Task Design for intertemporal choice studies

To construct a study design for intertemporal decision making that al-
lows us to evaluate how temporal distance affects preferences and choices,
we turn again to the reference disciplines that have empirically studied in-
tertemporal choice for decades [31]. A central issue is how to design the task
that is used to prompt participants to make an intertemporal choice.

Many task designs have been proposed to uncover and quantify tem-
poral discounting. Most present a specific, abbreviated situation and elicit
a response from participants. That response is used to construct a rep-
resentation of their time preferences and establish if, and how much, they
discount over time [31]. A comprehensive comparison of methods is provided
in Hardisty et al. [34].

The most frequently used study designs use either a choice task that asks
participants to decide which of a set of alternatives they prefer [15, 35], or a
matching task that requires participants to provide a number, typically the
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number at which one option becomes equally valuable as another one [79,
90]. Following this approach, our first empirical study on intertemporal
choice in SE [6], replicated in several countries [26], employed a matching
task combined with shifting time frames to establish, for each participant,
their temporal preferences for a set of time frames ranging from 1 to 10
years. This is a well-established study design adopted from behavioural
economics [31, 34].

In the task design used in this article, adopted from our previous study,
we examine whether software developers discount future outcomes in a
project management scenario. We ask participants to indicate the time
savings they would require to regard an uncertain positive outcome at dif-
ferent times in the future (potential effort savings) as equally valuable as a
comparable closer outcome (feature development). By asking participants
to identify the threshold point at which the more distant outcomes is equal
to the closer outcome, we can establish quantitative measures of the effect
of time on their preferences.

The task design consists of two stages. First, a decision-making scenario
is presented for a project currently in progress. Following the scenario de-
scription, participants see two options: 1) spend effort earlier on implement-
ing a planned feature (a short-term option); or 2) spend effort to integrate a
software library with potential long-term benefit in terms of reduced main-
tenance effort. The participants’ task is to specify how many days of effort
savings they would require to prefer the second, long-term option over the
first, short-term option. Following best practice in JDM, the uncertainty of
the outcome is fixed at 60% probability to minimise additional discounting
due to a lack of precise information on the degree of uncertainty [31]. The
response is used to establish a baseline preference (present value, PV) free
of priming from the consideration of different time-frames.

Second, the scenario is presented again with several different project time
horizons. This is the step shown in Figure 1. The baseline answer from step
1 is used as the present value — the baseline is compared against the other
values to assess discounting. As a result, participants are actively asked to
consider what difference time makes for their preference.

The outcome of such a task is a series of data points that can be used
to plot the effect of temporal distance on participants’ preferences, compute
discount rates if desired, and measure in more general terms the temporal
attitude of decision makers [15], as we previously demonstrated [6, 26] and
will present in Section 5. When this task gets incorporated into a CTA
study, however, it becomes the object of continuous observation and the
critical incident that can be studied and examined.

10



Imagine the following scenario happening in the company you currently work in.

You are working on a project that delivers new functionality for a software system that
directly affects end customers. It’s the end of the week, and you are ahead of schedule
in the current iteration. You will soon meet your team and product owner to discuss
plans for the next week. You are expected to suggest what you should do during the
next week. You have to choose between two options:

Option 1: Implement the next feature from the project backlog. The feature was
originally meant for the following iteration. The feature is estimated to require five
person days of effort.

Option 2: Work on a task that is not in the project backlog, but that has been discussed
before. This task is to integrate a mature and well-tested library that adds no new
functionality but could save some effort over the duration of the entire project. The
chance of saving the effort is estimated to be 60% (with a 40% chance that the library
will not result in those savings). The integration is estimated to require five person
days of effort.

The project is 6 months long and has been going for three months.
How many days of effort savings would you require to prefer recommending Option 2
over Option 17

days of effort

The project is 1 year long and has been going for three months.
How many days of effort savings would you require to prefer recommending Option 2
over Option 17

days of effort

The project is 2 years long and has been going for three months.
How many days of effort savings would you require to prefer recommending Option 2
over Option 17

days of effort

The project is 3 years long and has been going for three months.
How many days of effort savings would you require to prefer recommending Option 2
over Option 17

days of effort

The project is 5 years long and has been going for three months.
How many days of effort savings would you require to prefer recommending Option 2
over Option 17

days of effort

Figure 1: Intertemporal choice scenario and decision tasks (excerpt from questionnaire;
version with work consequences for the participant themselves or their team).

11
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4. Research Design and Analysis

4.1. CTA Study Design

The method described above provides a template for CTA studies of in-
tertemporal choice in SE. The task serves as a probe — the ‘critical incident’
used for subsequent introspection and reflection. We rely on a probe be-
cause the conceptual framing of decisions as intertemporal is not common
in practice (yet).

To instantiate this method in a study, we adapted our previous intertem-
poral choice study [6, 26] and embedded it into the CTA study protocol.
Whereas participants in the original study answered an online survey on
their own, we now had participants answer the survey with researchers
present to observe them and collect data on how they reasoned. The present
study can be understood as an operational, changed-protocol, changed-
operationalisations, changed-populations, and changed-experimenters repli-
cation [33] with the addition of a qualitative framing. The CTA study thus
uses the original, quantitative study as the incident and trigger for the cog-
nitive activity we aim to examine. Materials and details of the study design,
including coding schemes and examples, are available as supplementary ma-
terial [? ].

The incident was represented by the questionnaire discussed above (Fig-
ure 1). The purpose of the questionnaire is to provide the participants with
a decision-making scenario to trigger their cognitive activity and to provide
quantitative means of assessing the extent to which they would discount
future choices. We based the questionnaire on the original study [6, 26].
We altered the time horizons to correspond more closely with project du-
rations that the participants could encounter in their work. Finally, the
questionnaire ended with demographic background questions.

Extensive guidance on how incident-focused interviews should be de-
signed, conducted, and analysed has been collected [16, 76] and informs our
research design.

Each session started with an introduction and verification of informed
consent, followed by the participant receiving a paper questionnaire with a
set of decision-making tasks (explained in the following section). The par-
ticipant was asked to think aloud while reading and answering the question-
naire tasks. Once the tasks were completed, the researchers asked cognitive
interview questions to gain more information about how the participant had
reached the task answers. The sessions were recorded for later analysis, and
throughout the sessions, the researchers took notes of their observations.
Each session had one or two researchers present; guiding and note-taking

12
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were shared in some sessions. Each session was roughly one hour in length.
At the end, participants filled in background information on themselves. In
this paper, we utilise data from the post-task interview. The task served as
a probe which helped participants recall similar episodes which could reveal
where and how intertemporal choices occur in their work.

4.2. Participants and Implementation

We invited employees in three companies to participate in the study.
Two of the companies remain anonymous in this paper.

SAN (Company A) is a Colombian software development company with
offices in Bogotd, Medellin, and Seattle, USA, with more than 250 employ-
ees and more than 150 software products deployed in industries such as
retail, airlines, insurance, and banking. In August 2021, S4N was acquired
by EPAM Systems, Inc. [22], a leading digital transformation services and
product engineering company. The data collection had been completed prior
to the acquisition.

Company B, based in Greece, is a leading European IT solutions and
services group with presence in multiple countries, employing more than
2,000 professionals. The company develops products for banking, law and
customs, security and taxation, transportation, telecommunications, and
healthcare sectors.

Company C' is a Swedish publicly traded provider of accounting, invoic-
ing, sales support, and payroll administration for small- and medium-sized
companies. It has over 270000 customers in Sweden and close to 300 em-
ployees.

All data collection sessions were conducted on site in closed, quiet rooms
by researchers fluent in the participants’ native languages (Spanish, Greek,
and Swedish, respectively). The participants volunteered and were not of-
fered incentives or rewards.

51 participants from the three companies (A: 20, B: 8, and C: 23) pro-
vided data for the study. There were 17 (33%) female and 32 (63%) male
respondents; 2 (4%) did not provide gender information. The participants
were between 21 and 47 years old (MD: 31, SD: 7.05). Data cleaning re-
moved one missing interview and one missing set of quantitative responses.

4.3. Data analysis

The range of collected data include 30-90 minutes of recordings per
participant, the quantitative responses to the questionnaire, interview tran-
scripts, and the interviewers’ observations and notes from the session. We
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examined the quantitative data to yield a categorization of participant be-
havior according to high-level patterns. The qualitative data, and second-
order notes taken while analysing the session notes and transcripts, were
further analysed to locate examples of situations with similarly temporal
decisions that they were reminded of. We combined the individual findings
to yield a higher-order descriptive framework of intertemporal choice.

4.8.1. Quantitative analysis of responses

For the quantitative analysis, we examined the choice task and demo-
graphic data using statistical methods to obtain measures for the amount of
discounting among the participants. We calculated the overall discount rate
using the area under the curve for the empirical function, i.e., the answers
provided by the participants for each time horizon in the task, adjusted
for the 60% probability given in the task, as done by [26] and documented
in [25]. Because we allowed participants to specify that they would always
choose a future option for all time horizons, our task data includes three
answers with zero days for all time horizons. In the statistical calculations,
we assumed that they were indifferent and constant in their discounting
(i.e., their empirical function was set to 1 for all time horizons to allow
calculations with the empirical function as divisor to work).

The choice of the exponential model was based on it being used in the
original study [6, 26], as well as the lack of evidence for model choice in
the field. The exponential model is commonly used in the intertemporal
choice literature [34], is easy to calculate and replicate, and is sufficient to
determine the degree of discounting. AUC was chosen based on its theory-
neutrality [61], a desirable characteristic in the absence of evidence for model
choice, its suitability for providing a comparable measure of total discounting
for a participant, as well as its ease of calculation and replication.

We used descriptive statistics to examine the demographic data and de-
scribe the sample. We used boxplots to gain an overview of the distribution
of the time-savings required by participants to choose the long-term op-
tion. We plotted the median discount rate against the time horizon options
to examine the overall tendency. We also plotted individual discount rates
against the time horizon to examine individual differences. All analysis code
is included in the supplementary materials.

4.3.2. Qualitative analysis of interviews

The qualitative component of analysis consists of several related aspects.
Note that we do not use the task recordings in this paper but focus on the
interviews.
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The interviews were recorded, transcribed by native speakers on the
author team, and coded. For language reasons, coding was split with partial
overlaps, maximizing how we deployed the language competences of the
team. That means that the analysis was done on the originals for the Spanish
and Swedish, and on translated transcripts for the Greek interviews. Spanish
interviews were coded by one author and reviewed by the two senior authors
fluent in Spanish. In this iterative process, we discussed and refined codes
and their definition in a codebook in detail until consensus was reached.
Greek interviews were then translated to English and coded by the same
two authors; Swedish interviews were coded last, by one senior author. All
quotes were manually translated by a native speaker of the origin language.

In the interviews, we asked our interviewees explicitly for situations of
similar kind than our task to address RQ2. Careful to stay away from
overly specific and leading language, we stated our interest in identifying
“scenarios where there is this kind of future outcome that has to be con-
sidered” and asked them “help us pin down some examples of those kinds
of situations’. We coded all interviews to identify (a) ‘similar situations’,
broadly construed, (b) ‘intertemporal choice’ situations that are explicitly
about temporal trade-offs, and (c) whether overall our interviewee recog-
nized intertemporal choice situations in their work. For a full tabulation,
see supplementary materials.

To identify where intertemporal choices occur in our participants’ work
(RQ2), we reviewed all these instances, and more broadly all interviews as a
whole. In our participant’s memories, similar to other cognitive interviews,
a general recognition of semblance is often followed by some probing, which
can trigger a sequence of related events, some of which more concrete than
others. In our interviews we gain glimpses into stories and follow up on
those that appear promising. We pick and report on example instances here
because they represent situations that are

1. explicitly intertemporal (i.e. the interviewee describes them as having
outcomes occurring at different points in time),

2. described in enough detail to narrate them in the article as a vignette,
and

3. refer to concrete software engineering topics such as testing, project
management, architecture, etc.

The identified concrete instances of intertemporal choices were organized
into logical groups for the purpose of presenting them in Section 5.2. The
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chosen examples were selected not for their representative coverage or fre-
quency, but for their value in explaining categories and illustrating salient
aspects of how SE categories such as quality assurance or technical debt
bring forth intertemporality. We do not provide frequency counts for these
examples because there is no fixed threshold that defines at which point a
participant’s memory of a work situation and its semblance to intertemporal
choice turns into a concrete experience. The overall assessment, whether or
not each interviewee recognizes some intertemporal choice situations in their
work life, is a holistic judgment that considers all parts of the interview and
their dynamic evolution as a whole.

To characterize intertemporal choices in SE (RQ3), we used cues from
the structure of the examples to characterize the type of situation as in-
tertemporal, generalizing from situational features as well as prior literature
in SE, JDM, and intertemporal choice. For example, when it comes to bug
fixing, it is established that bugs are associated with severity, cost, and rip-
ple effects, and relevant management concepts include cost estimation, risk
management, prioritization, milestones, and project schedules. Temporal
dynamics become visible in how these concepts relate to each other in con-
crete instances. This iterative process of cycling between theory and data in
interpretation is typical for the analysis of qualitative cognitive interviews
(Klein).

5. Results from the Study

In this section, we first examine the occurrence of temporal discounting.
We show that despite an aggregate trend to favour more immediate out-
comes, our participants vary in interesting ways in whether and how they
discount future outcomes. We then identify examples of real-life situations
where intertemporal choices occur and organise the examples into areas, pro-
viding an answer for how intertemporal choices manifest in systems design.
We provide details of the research instruments, quantitative data from the
intertemporal choice task, and examples of coded qualitative interview data
as supplementary material [? ].

5.1. Some software professionals exhibit temporal discounting, others don’t
(RQ1)

We first ask to what extent software developers exhibit temporal dis-

counting at all. Figure 2 shows participants’ responses across different time

horizons at which potential future effort savings could be obtained in our
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(a) Full data for all participants (n = 50).  (b) Zoomed view with outliers omitted.

Figure 2: Results from our study on intertemporal choice in software projects, a replication
of two previous studies [6, 26]. The figures show the distribution of time savings (days)
to prefer a long-term investment, for different project time horizons. The left figure (a)
shows the wide variance in discounting. Outliers above 100 days are omitted from the
zoomed figure on the right (b) to focus on the main effect.

scenario (6 months, 1, 2, 3, and 5 years). For each time horizon, the partic-
ipants were asked to indicate how many days of effort savings it would take
for them to prefer the potential future savings over getting the nearer ben-
efit. The responses show striking variance and a clear upward trend across
time. The trend is similar to, but less pronounced than in our previous
studies [6, 26].

For the intertemporal analysis, the first response for six months was used
as the present value (PV) and normalised to 1, and the response for years one
and beyond were set to the ratio between PV and the future value for each
scenario. This allows us to calculate how a difference in temporal distance
affects the participants’ responses. To understand the kinds of temporal dis-
counting behaviour, consider the three response patterns shown in Figure 3.
For a participant indifferent to changes in time, the normalised ratio stays
constant across time horizons. For a participant whose valuation changes
with increased time, the curve deviates from 1. A downward deviation indi-
cates temporal discounting: they prefer options with nearer outcomes. An
upward deviation indicates a preference for more distant outcomes.

If we want to quantify the overall amount of discounting exhibited per
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Figure 3: Future preferences (n = 11), present preferences (n = 18), and indifference (n =
21) appear when examining normalised responses to a project-level intertemporal choice
scenario, split into groups by overall individual discounting. The grey area represents a
95% confidence interval.

participant across all time horizons, we can measure the area under the curve
(AUC). In this case, with four curve segments, the AUC for an indifferent
participant will be 4. An AUC above 4 indicates a future preference: the
participant would, overall, prefer to wait for future benefits. An AUC be-
low 4 indicates temporal discounting: the participant would, overall, prefer
nearer benefits. An AUC of four is the line of temporal indifference.

As our analysis shows, we observed extensive temporal discounting in
about 40% of participants, but also striking differences in individual prefer-
ences. About 40% of participants remained indifferent to changes in time,
and over 20% exhibited a future-oriented perspective.

Figure 4 plots AUC per company and shows some striking patterns.
There is no participant with future preference in the Greek sample, while
the Swedish sample exhibits a very large range (additional outliers at 50 and
28 are omitted for visual clarity). While the limited data and the complexity
of the situation prevent us from deducing simple causal factors to explain
the comparisons across cohorts of this replication, it is interesting to note
that this replication varies from previous populations in dimensions of cul-
ture (our participants come from three companies and three countries, one
in the global south) and roles (this replication involves professionals while
a previous replication involved students [26]). As in previous replications,
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Figure 4: Temporal preferences quantified by AUC per company. Two outliers above 20
are omitted to highlight the main effect.

no correlations were found with respect to age and other demographic vari-
ables. This highlights the importance of gaining a situated understanding
of individual differences in preferences and reasoning. We will return to this
issue in the discussion.

5.2. Many situations in systems design involve intertemporal choices (RQ2)

Do professionals think that their work contains intertemporal choices?
Yes, in the interviews, all but two of fifty study participants readily iden-
tified experiences they had encountered which resembled the intertemporal
nature of the scenario we presented. They provided numerous examples
from a range of domains that illustrate how intertemporal choices surface
in their work. Some examples remained more abstract or somewhat vague,
while others led to detailed stories and memories of recent incidents. Be-
low, we review each identified domain and present a selection of examples
that best illustrate how intertemporal choices manifest in our participants’
professional practice. The purpose is not to exhaustively list all possible
intertemporal choices in systems design, nor to make claims about how fre-
quent or significant they are, but rather to show where they occur and how
we might recognise them.

5.2.1. Product Development considers multiple time scales
Many examples referred to the strategic and operational choices made
in product development, iteratively balancing competing demands and pri-
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orities that evolve on different timescales.

Feature development and prioritisation are intertemporal choices because
they locate the realisation of various expressions of the organisation’s values
and goals at varying points in the future. The immediate concerns of satis-
fying customer needs is considered in relation to longer-term concerns about
where the company wants to be in the future. For example, novel features
are often considered in terms of their benefits and the costs to implement
them. However, they may also incur maintenance and support costs that
will only be realised in the long run.

. it is very difficult to weigh [feature ideas and improvements|
against each other. You have to try to put them against each
other a bit. That is something that often ends up being part of
my role. (Product Owner, Company C)

Prioritising a backlog similarly involves trade-offs between tasks with
differing effort estimates and dependencies. The company may also have a
longer-term perspective on building a specific customer segment or view a
feature as incompatible with the long-term product vision.

Let’s say that sales have received five different orders. [We would
ask them to] discuss and prioritise: which order do you think is
most important [to] get these features [in]? You have to look at
the effort as well. A feature may be small, [it] could be imple-
mented in two weeks, and it can give us many new customers.
Another feature might be huge or completely outside our target (2)
group ... Or we might see that this feature [leads in a direction
we don’t] want to go ... it leads to a workflow that we no longer
want to encourage. We want to solve [something else] instead
because we think it will be better for customers in the long run.
(Product Owner, Company C)

5.2.2. Architecture and Quality are inherently intertemporal

Architectural decisions, in particular decisions explicitly focused on soft-
ware quality, need to consider the future evolution of the system in its dual
contexts of use and development. That temporal nature inevitably gives rise
to intertemporal choices.
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. We actually had one such example [recently], where we dis-
cussed whether we should exchange a part with our own service
or incorporate it into another service. And the discussions there (3)

were. .. Creating a new service costs us more time. But then
we can deploy it ourselves. (System developer, Scrum master,
Company C)

New features may have architectural implications that impact many
parts of the software system. Knowledge about how the required changes
will likely affect the system over time is important input for the intertem-
poral choice of whether, when, and how to implement the feature.

5.2.8. Platform choices are always intertemporal

Platform choices are inevitably intertemporal because they combine near-
term concerns of a project with longer-term perspectives of future system
maintenance, evolution and re-usability across projects and products. For
example, when new technical solutions become available, the new possibili-
ties they offer can create intertemporal choice situations for software com-
panies. Existing investments may pull to the current platform, but a new
platform beckons with benefits the current platform lacks.

... it would have been quicker to just continue with the old [plat-
form] and continue developing and expanding it even further.

But through the transition [to the new platform|, we have partly (4)
gained the expertise to write mobile apps using the same tech-
niques and have a more modular way of releasing our products.
(Software developer, Scrum master, Company C)

Software developers who are responsible for platform development face
intertemporal choices when it comes to the direction of the platform.

We have made changes to frameworks and the like that are
mostly in the sense of “this will make it nicer and perhaps save
time”. But sometimes we choose not to do them and instead (5)
postpone. I believe it happens regularly. (Product owner, Soft-

ware developer, Company C)
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5.2.4. Testing and QA involve shorter-term intertemporal trade-offs

Testing and quality assurance are continuous activities that centrally
involve a consideration of risks. Time spent on testing can increase release
times, and testing is often playing catch-up with development. Making
testing and quality assurance activities more efficient is desirable, but the
return on investment is often unclear.

Some technical designs are meant to mitigate against future problems.
Risk analysis — formal or informal — can reveal potential events that have
never occurred but are not impossible. These are ambiguous events, i.e.
events for which it is very difficult to get reliable probability information.
The potential future event is ambiguous while the action to address it in the
present is much clearer, including an idea of the effort involved.

Should we implement logging for something that has never hap-
pened, just in case it might happen? (Product Owner, Company (6)
C)

Bug fizing can be viewed in isolation as a problem-solving activity that
aims to find the cause for an undesired behaviour and correct it. How-
ever, in practice, it is sometimes not possible to focus only on that single
problem-solving activity. Some aspect of the undesired behaviour may have
to be addressed very urgently. This creates an intertemporal choice situ-
ation where at least two options must be considered: quickly deploying a
fix that addresses the most pressing need, and taking the time to develop a
longer-lasting change. Sometimes, both options can be taken.

[We had a problem that occurred sporadically for a small number

of customers.] ... Last Friday, I tried out a quick fix where I
really only increased [a timeout] ... At the same time I was
doing a bigger job to solve the bigger problem. That was actually (7)
a combination of a short-term fix to solve the problem for the
customer, and at the same time [there’s] a solution in progress

to solve the bigger problem. (System Developer, Company C)

5.3. Intertemporal choices are uncertain, ambiguous, temporal, and socio-
technical (RQ3)

Participants described similar situations in their work based on a recog-
nition of salient characteristics, and in doing so, some reflected on the dif-
ference between the presented task and their practice. In the following we
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illustrate how long-established characteristics of intertemporal choice situa-
tions manifest in concrete examples in SE practice.

5.3.1. Intertemporal choices are often as ambiguous as they are uncertain

Across the range of situations where participants recognised intertem-
poral choices occurring, they emphasised a lack of information, particularly
with regard to precise numeric data on effort and probabilities of success.
This means that rather than dealing with uncertain probabilities as in the
task example, the real-world situations our participants face in their work
lack probabilities — i.e., the participants are faced with ambiguity. For in-
stance, this is true for Quote 4. Additional clues in the interview beyond
the quote show an explicit sense of ambiguity: there may be large benefits of
the new platform, “but you never know”. There is an indication of potential
time savings that the new platform could provide in the long run, but also
of a negative effect of learning in the present project. Either course of action
comes with benefits and drawbacks — they are mized outcomes [78] — and
they are ambiguous.

. really thisis ... pretty much the way it usually looks ... you
have a feature here to implement. Then you may have something
else, technical debt or something else that [you have to consider].
And then maybe there is even less information, we don’t know
how much we save on solving this technical debt or whatever it (8)
is. So [the scenario presented] is almost better than what we
might have in most cases. It’s a bit harder in reality to [make
the decision] at least from our team’s point of view. We have not
dealt so much with numbers and such. (Junior system developer,
Company C)

Here too, the lack of numeric information supplying probabilities that
could be fed into a weighted trade-off analysis is unmistakable: the partic-
ipant’s work situation does involve trade-offs, and they are intertemporal,
but their values are not fixed estimates, ranges, or probabilities. Ambiguity
is in the air.

5.3.2. Intertemporal choices extend beyond individual projects

Some intertemporal choices have outcomes that will occur during the
present project. For others, the outcomes will only occur much later. It may
be difficult to justify the cost or effort when the benefit cannot be reported
for the present project. For example, the time and effort investment into
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building internal tools to maintain configuration or production data create
intertemporal choices. Where is the best compromise between a rudimentary
way to access data and a full-fledged internal product with provisions for
access control and data quality? Shifting the time horizon will affect the
outlook on this trade-off.

Investments in skills development is another intertemporal choice, and
its outcomes are often ambiguous. One expectation is that training will
lead to increased competence, in turn resulting in increased efficiency or
quality. However, there are other desirable outcomes as well, such as in-
creased morale and smoother teamwork, and intrinsic values to personal
development. Thus, the decision to invest in training is not as clear-cut and
instrumental as adding a feature or developing a tool. But in practice, these
decisions sometimes overlap:

We have a project right now, in fact, an internal tool for dis-
seminating skills. T am probably a little more hesitant towards

it than the team, but it is a huge morale boost for them, and

it can work. ... What tips the scales for me is above all the

fact that they want to build it. Had I made the choice myself in  (9)
the beginning and not had any such emotional attachment to it

from their side, I would probably have chosen not to do it, and

put effort on other things. (Product owner, Software developer,
Company C)

5.3.8. Seemingly technical decisions often involve a range of social concerns

Decisions that look “technical” often involve concerns with varying time-
scales and require consultation with a range of stakeholders. For example,
whether to integrate a third-party library with potential long-term benefits,
or spend time on refactoring to reduce technical debt, is ultimately con-
nected to a wide range of concerns in the software organisation. Decision-
making processes in software design are at least as much about understand-
ing the decision situation, developing arguments, creating options, and get-
ting support for them, as it is about choosing a particular course of action:
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I think the first thing would be to talk to people who would be
directly affected ... to see if one is thinking about [the idea]
correctly. If it directly affects the product, then talk to the
product [staff]; if it directly impacts the developers, then talk
to the developers, and so on. ... Later, I think it would go (10)
to a conversation where everyone was affected, because if times
are affected, the product manager, the product owner and the
developers who are the ones that would directly affect the time
would have to talk to each other. (Frontend Developer, Company

A)

Differences in roles influence decisions. The incentives, focus, and time
horizons implied in a person’s role may alter their perception of time.

Usually consultants think differently. The developer has always

in mind the improvement, because this is his job. The consultant
would focus on being quick, immediate, something that can be
shown, on something that can be presented to the client. ... The (11)
developer’s job is essentially that, to save time, to make things
more automated, because of the nature of his work. (Software
Engineer, Company B)

Across different roles, personal characteristics influence preferences dur-
ing decision making. In the following example, the participant seeks a chal-
lenge and prefers a demanding deadline, making the task a personal compe-
tition.

I ... strive to measure myself without methodologies that give

me security, such as “you can do this in so-and-so many days
because the methodology says so.” I don’t like that because I (12)
don’t like to feel that I'm relaxing, and I feel that using method-
ology is like courting laziness in terms of time decisions. (Fron-
tend/Backend Developer, Company A)

Methods should provide structure and thus reduce uncertainty, and a
possible locus of decisions to examine could be in the prescriptive structures
of methods. For example, the Architectural Trade-Off Analysis Method
ATAM involves the use of scenarios to explore possible outcomes [41, 14].
Still, the preceding example raises the question of what role methods-as-
prescribed take on in different contexts. Companies differ in how they or-
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ganise their practice based on method ideas. Decisions do not fall neatly into
any particular method, but are rather socially situated in the organisation:

each company is a different universe, it has a different cul-
ture, different methodologies. Even though many companies say
they are agile, each [company] does [agile] differently, has dif- (13)
ferent competencies, and different talent. (Product Manager,
Company A)

SE methods become highly customised in companies, sometimes to the
extent that we cannot reliably tell what the role of a method is going to be
in a particular organisation. Whether they originate from industry itself,
from research, or a combination of both, methods are seldom understood or
applied as originally intended, nor applied in the same way in each situa-
tion [29]. Software development can be seen as epistemic practice charac-
terised by local adaptation and design of methods-in-use; a simultaneous un-
folding of the system under development and the development practices [18].
This means that methods themselves are subject to interpretation and mod-
ification by those using them in practice. When considering decision-making
in software design, methods should therefore be treated similarly to other
cognitive resources, as part of the uncertain and ambiguous temporal field
in which decisions are made.

5.4. Summary

Our interviewees identify intertemporal choices in many areas of their
work. It appears that intertemporal choices surface throughout the practice
of software systems development, but are more visible and pronounced in
those areas that are explicitly concerned with longer-term evolution, such
as architecture. In other words, intertemporal choices arise whenever teams
are faced with opportunities to make decisions with lasting effects. The
range given here should not be taken as complete, but circumscribed by the
range of professional experience of our participants. The examples illustrate
how intertemporal choices are related to and influenced by methods, per-
sonal characteristics, company differences, a wide range of concerns in the
organisation, and different incentive structures depending on people’s roles.

Table 1 maps the examples given above, and additional instances iden-
tified but not quoted, into general SE areas. It highlights that we can
distinguish the emergence of intertemporal choices also in terms of their
own temporality of occurrence — it makes a difference whether an intertem-
poral choice is identified early as an opportunity or emerges suddenly as
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Area

An opportunity to plan ahead is
identified. Should we ...

A choice situation arises. Should

we ...

Architecture
and Quality

Refactor or optimise for perfor-
mance and scalability?

Reuse the existing micro-service?
3)

How do we handle long-term im-
plications of feature changes on
our architecture?

Platform
Strategy

Should we improve the platform?

(5)

Migrate to a new platform? (4)

Testing

Log potential rare errors? (6)

Fix the bug quickly or develop a
longer-term solution? (7)

Product
Develop-
ment

Focus on new features or on reduc-
ing technical debt? (8)

How should we balance the com-
peting priorities and feature re-
quests knowing that their costs
and benefits will shift over time?

(1)

Prioritise the small feature that
can gain us new customers or the
larger more complex feature that
our existing customers want? (2)

Beyond the
project

Expand our training program? (9)

Upgrade our internal tools?

Apply a method or work out the unique case? (12)

Incorporate a new method to the company’s way of working? (13)
Involve a wide range of stakeholders to get their support? (10)
Focus on quick delivery or spend time automating? (11)

Table 1: Intertemporal choices arise in many areas of our participants’ professional expe-
rience. The numbers refer to corresponding interview quotes.
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a choice that has to be made. Proactively identified choices can be more
carefully contemplated, but if the outcomes are in the distant future, they
tend to be more ambiguous and harder to envision. At the other extreme,
issues identified in hindsight as missed opportunities usually limit the avail-
able alternatives — when the critical bug is found, the critical bug has to be
fixed.

6. Discussion

The results above demonstrate that temporal distance affects our partici-
pants’ reasoning in very uneven ways (RQ1) and that intertemporal decision
making is ubiquitous (RQ2). We also found that intertemporal choices are
often uncertain and ambiguous and always socio-technical (RQ3). We now
turn to discussing the implications of these findings for how intertemporal
choices can be characterised and studied in SE, deepening the response for
RQ3 by interpreting our findings through the lens of judgment and decision
making.

6.1. A new lens for an old question

The intertemporal choices that our participants grapple with on a daily
basis are not themselves novelties to SE theory. Many of these trade-off
decisions are precisely what SE methods are designed to tackle. The longer-
term implications of decisions made about product development, testing,
architecture, or technical debt have constantly motivated the development
of SE tools and methods. For example, software architecture research has
long grappled with the question “how to make architectural design decisions
sustainable” [91], i.e., how to make them last [85]; and technical debt man-
agement aims to identify the optimal balance between short- and long-term
interests in software projects [2].

What does SE gain from exploring these questions through a psycho-
logical lens? Owur empirical results show that the psychological view is a
crucial frame for understanding the intertemporal nature of systems design.
By allowing us to examine common SE decisions as intertemporal, the psy-
chological view provides a new angle on common challenges in SE across
multiple aspects of software development, including technical debt, archi-
tecture, project management, and sustainability. It provides insights into
daily practice that methods miss to account for. It better explains what
really happens when intertemporal trade-offs occur in practice, and how
systematic methods interact with individual and team cognition. This is
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a crucial step towards effectively influencing the choices and outcomes and
develop more sustainable software systems.

How software professionals should take these types of decisions has been
exhaustively specified. For every question listed in Table 1, a sizeable choice
of SE methods stands ready to support decision making. This concern with
long-term effects of engineering decisions has been present since SE was
founded as a discipline over 50 years ago and has never lost its central im-
portance. Whether design decisions have genuinely become more sustainable
during this period is unclear, but the range of available tools and techniques
has increased considerably [91].

Recognising decisions as intertemporal from a cognitive and psychologi-
cal perspective opens new opportunities for progress on this persistent chal-
lenge. By examining professional practice through this lens, we gain an
inside view of the reality of making real-life intertemporal choices and an
opportunity to look deeper into the interactions between methods and their
use [18].

6.2. Rationalistic and naturalistic approaches to decision making research

Our results raise the question of how to understand decisions in SE
practice. To illustrate how the lens of cognition and psychology can be
applied to that question, let us consider Quote 6 as an example: Should
we implement logging for something that has never happened, just in case
it might happen? The interviewee, a product owner, recounts an exchange
with a developer who suggested logging to be implemented to catch potential
errors. The product owner asked probing questions about the plausibility of
the error based on occurrence in the past and predictions about the future.

One way to understand this could be that decisions should be based
on preconceived mathematical models. In the classic rationalist research
paradigm dominating SE [89, 70], the situation would appear as a case of
choice under probabilistic uncertainty. The paradigm’s response to proba-
bilistic uncertainty is to treat the situation as a quantitative trade-off prob-
lem and model its probabilities, costs, and benefits to recommend the opti-
mal choice.

Similar ideas have been common in other fields. But extensive empir-
ical studies since the 1960s have shown that rationalistic, mathematically-
founded models of decision making are inconsistent with empirical obser-
vations. This debate is reflected within the history of SE research too [7].
Just like the discounted utility model, general models of expected utility
that form the basis of most multi-criteria decision making research [42] are
built not on studies of how people think, but on game theory [87] and the
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mathematical axioms of Bernoulli that prescribe how optimal choices should
be made in risky situations such as gambling.

Decades of studies reveal that people do think in terms of rationalistic
models for clearly circumscribed tasks, while processes such as the Recog-
nition Primed Decisions model (RPD) [48] are used in many less circum-
scribed situations, for example to structure problems [55, 40]. Evidence for
both modes of thinking has been found in SE [89]. The wildly diverging
results in the task portion of our study, and the varied locations in which
our practitioners recognised decisions, suggest that the basis for interpret-
ing these decisions must be primarily a naturalistic one, with a normative
rationalistic perspective being subordinate. No single model can be fitted
to the data, nor can we say which responses are closest to being optimal.

It is thus unsurprising that many practitioners take a pass on rational-
istic, normative methods:

e By assuming probability estimates, the rationalist paradigm does not
effectively address the ambiguity that people experience. As a result,
the only way to apply this paradigm’s methods often is to pretend that
it is possible to model and compute predictions. This sidesteps facing
the actual issue of handling ambiguity. In the logging example, am-
biguity is handled via deferral. Rather than trying to base a decision
on information they lack, many practitioners recognise that they may
never need it and choose a form of inaction for now.

e The rationalist paradigm provides no mechanism to distinguish be-
tween the immediate statement and the underlying framings and re-
framings that surface when groups discuss what to do. In our example,
other interactions earlier and later must be understood before these
framings become apparent.

e The paradigm also does not account for the nature of judgement and
expertise as nuanced, reflective, situated forms of knowledge. For
example, the person may have intuitive expertise manifesting as the
hunch that with shifting context, this will become likely to happen for
the first time. Far from originating in their gut, this hunch may surface
because they have analogous experience with other systems that, when
repurposed or reused across domains, had run into behavioural pat-
terns previously thought ‘impossible’. They may struggle to articulate
this tacit knowledge precisely unless probed carefully [49, 16].
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6.3. Limitations: Where next?

The restrictive design of our initial studies of intertemporal choice re-
quired participants to complete a particular sequence of questions with min-
imal researcher interaction. As we stated [26], “All we know is that people
behave as if they would perform temporal discounting. We have not iden-
tified how or why this effect takes place, nor do we have a ‘gold standard’ of
optimal decision making. There is no optimal decision to be made in the pre-
sented scenario, and there are many good reasons for discounting uncertain
future outcomes.” Because the study design did not examine participants’
cognitive processes nor allowed them to interrogate the scenario and the
provided information, the findings do not explain the reasoning underlying
their responses. As noted in previous work [51, 68], knowledge of cogni-
tive processes is important for understanding in depth how and why certain
behaviours come about. Consequently, this article prepares the ground to
couple quantitative observations of behaviours with a qualitative study of
cognition to elucidate the underlying reasoning. Beyond the scope of this
article, our current research further examines how our participants reasoned
about intertemporal choices, which factors they considered, and how. As a
new lens to an old question, this is a promising area of empirical SE research.

The present study places primary emphasis on the qualitative under-
standing of our participants’ reasoning. Following advice from experts in
qualitative research methodology regarding the dangers of quantifying inher-
ently qualitative data [88, 17], and echoing similar decisions in previous work
in SE [45], we do not make quantitative statements about the frequency of
our qualitative findings in the general population of software professionals.
We do, however, provide quantitative analysis of the questionnaire results,
as prior studies.

7. A Framework for Studying Intertemporal Choice in SE

todo intro what this is; three parts: macrocognitive framework, research
directions, guidelines

7.1. How should we characterise intertemporal SE choices?

We are now ready to use concepts from JDM research to structure future
analyses of intertemporal choices. To characterise intertemporal choices in
SE, account for:

1. The context in which the decision occurs, understood for now in
the widest sense as anything that influences the decision. Typically,
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the context concerns the social and historical environment in which
decision makers act.

. Commitment: Decisions are commitments to actions, but which ac-

tions are available to commit to? This is not always a selection out
of explicitly enumerated options — often, some or all of the actions are
generated by the decision makers in the course of decision making [48].
They may appear as explicit, well-defined “options” to choose between.
But more often than not, there are myriad ways in which to proceed,
and an option is something that can be defined only in hindsight as the
action to which the decision-maker in fact committed or could have
committed to but did not. Understanding this for each situation is a
key to understanding real-world decision making behaviours.

. Uncertainty covers uncertain properties of the options and possible

outcomes as well as their ambiguity. Uncertainty, or risk, refers to the
objective probability of potential outcomes. Ambiguity, on the other
hand, means that only vague information about the probabilities is
available [21]. Uncertainty about uncertainty complicates how people
think about possible outcomes when they decide [12]. It may be un-
certain whether something will happen or not; who it will happen to;
and what it will mean at the time if it happens. The distinction be-
tween the two matters because they are different and must be handled
differently.

. The temporal dimension separates possible outcomes across time

and can involve multiple timescales that need to be considered simul-
taneously. Time always introduces uncertainty about the outcomes
and often also ambiguity regarding both the options and the outcomes.

. The situated cognitive processes of individual decision-makers pos-

sibly acting as a group. Intertemporal choice raises difficult questions
about cognition that are not adequately understood yet. For example,
people differ in their ambiguity attitude: some are drawn to ambigu-
ous options while others avoid them. Several studies indicate that
attitudes towards ambiguity depend on the likelihood of the uncer-
tain events, the domain of the outcome, and the source that generates
the uncertainty [83]. This means that decisions cannot be understood
only through the temporal separation of the outcomes. It is crucial
to understand how the outcome uncertainty is perceived by decision-
makers.
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916 Given these characteristics, we can now give an account of how the in-

s17 tertemporal choice situation in the logging example can be understood.

=t

018 1. Context: This team-based agile company uses projects to develop new
919 features for their products, which are delivered as Software as a Ser-
920 vice. The time horizon of team responsibility extends beyond projects,
921 with longer-term relations to customers (SMEs in a range of domains).
922 Slowly shifting customer segments can cause domain contexts and user
923 behaviour to evolve.

924 2. Commitment: The initial question is “To log or not to log”, but pre-
925 sumably, there will be more nuanced options available to generate
926 (“Let’s do a minimum amount of logging?”).

927 3. Uncertainty is in the air. While the anticipated incident to log has

928 never happened before, someone has brought it up because they believe
929 it might. With shifting domain contexts, behaviour that is currently
930 very improbable may become more likely, but hard to estimate — in a
931 word, ambiguous. In fact, the quote itself is ambiguous. Did you read
032 it as suggesting that it should be done? Then imagine it starting as
933 “Should we really implement logging...?” — this may better capture
034 the nuance in the ambiguous Swedish original.

935 4. Temporality: The time dimension is open-ended, extending beyond the
936 current sprint and the completion of the current project. Outcomes
937 are in an ambiguous future. The quote also harks back to the past in
938 noting that nothing bad has happened yet.

939 5. Situated cognitive process: The interviewee’s story suggests a value
940 of ‘being prepared’ and raises the explicit trade-off: ‘how should we
041 allocate our time now?’. The discussed option is already a compromise:
042 We do not invest time to prevent the unlikely outcome to happen,
943 but we may want to invest just enough time to detect it. In the
944 conversation surrounding the quote, the product owner emphasised
945 the agile value of avoiding unnecessary work. They decided not to
946 implement logging ‘just in case it might happen’. The different roles
947 involved in discussing this choice brought distinct framings, interests
948 and motivations to the group decision. Different kinds of authority
949 were also at play: management, by virtue of allocated responsibility; a
950 seasoned developer, by virtue of their expertise as recognised via their
951 reputation.
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By characterising this decision via its context, the commitment made,
the uncertainty surrounding it, the temporality, and the cognitive facets of
the decision, we gain a more accurate understanding of real-world practice.
While mundane, our example shows how differently just a single, simple ex-
ample can be understood. When situations and questions larger and smaller
appear on a daily basis, we can see how software professionals are constantly
faced with the challenge of overcoming the confusion of time.

We can now begin to understand why a normative method of criteria-
based choice does not suffice to address the nature of intertemporal choices.
By treating the cognitive process as machinery, the rationalist model prema-
turely abstracts the nuances of the substance that makes up what happens.
This simply does not address the real difficulties that practitioners face in a
situation where they attempt to exercise careful judgement. By appreciat-
ing it as a human and social phenomenon taking place in a specific context
(1), we gain the perspective to develop more appropriate ways of supporting
good choices. We need the specific context to make sense of the situation
and understand how intertemporal choices arise. Individual cognitive pro-
cesses (5) act together on the small-group level to handle temporality (4)
and uncertainty (3) and reach a commitment (2). The cognitive and so-
cial aspects of practising individuals and teams, the specific project factors,
the methods and tools used by the teams, the organisational context, and
the larger context in which the organisation operates all come together to
influence decision-making.

7.2. Research Directions

What can we do with this new understanding? TODO finalize — brain-
storm: - bypass misleading, rationalist accounts that produce appealing
but flawed explanations and simple but ineffective interventions - instead,
identify strengths of decision makers, identify strategies of success, enable
newcomers to learn from experienced decision makers, design effective inter-
ventions that allow teams to be more intentional about their choices...

On an applied practical level, this makes an immediate difference in how
we understand what happens in practice. For example, a decision making
researcher in SE who encounters the logging example above in collaborative
research with a software company could use this and similar situations to
help the team analyze and reflect how their decisions take place. They can
help the team - to understand and make visible the sources of uncertainty
and ambiguity - to identify and map the temporal scales of relevance - to
make intentional choices about the temporal horizon and scope - to evaluate
the context of decision making and identify which factors contribute to short
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sighted decisions that can be removed, and which factors contribute to wise
judgments that could be amplified - in other words, they can support the
team in gaining an understanding of what actually happens, and to identify
and potentially redesign how they make their intertemporal choices. The
outcome may well be a sort of method, but more likely, it will be a com-
bination of three things: - a heightened appreciation and awareness of how
decision making practice is influenced by situational and contextual factors
- a set of techniques to address factors that are understood to distort de-
cision making - processes for reflection, analysis, and knowledge sharing in
the team that support team members in learning from each other.

On the theoretical level, it is clear now that understanding decisions
across time in SE requires a much more comprehensive research roadmap
than the one implied by normative rationalistic models and methods. We
argue here that this roadmap must be firmly grounded in reference disci-
plines such as psychology, ask questions across the spectrum of the practice,
point to suitable methods and designs for obtaining answers, and provide a
conceptual framework to build theory and actionable interventions. Some
starting research questions are given here.

The goal should be to promote sustainable software design decisions,
whether we seek to avoid locking ourselves into inflexible technical designs,
setting ourselves up for large future costs, or harming our societies or the
disadvantaged. Some situations are more conducive to produce sustainable
decisions, but what are they like and how do they work?

By using interview techniques from CTA, SE researchers can identify
critical incidents of intertemporal choices in SE practice and investigate
which factors influenced the decision and how the practitioners make their
choices. That is the first step to understanding what changes can be most
effective to increase the sustainability of decisions. A more effort-intensive
but very promising approach would be an ethnographic study of industry
practice sensitized to naturalistic decision making concepts and methods,
building on the work of decision making researchers [47] and SE ethno-
graphers [77]. Staying with the action with the help of these organizing
principles should allow researchers to take the field’s understanding of its
practice to new levels.

Many starting points for research questions wait in the baseline we have
presented. For example, intertemporal choice behaviour varies wildly across
different studies and participants [31]. Why did our participants with a
broader range of work experience discount future choices less than oth-
ers [26]?7 Broad experience may bring with it the ability to make more
detailed mental simulations or to use richer imagination to consider the im-
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plications of different options. Omne aspect of the situation is thus who is
there and what experience they bring with them.

Real-life choices in software systems design are impacted not only by
individual-level factors, but also by the context in which decisions are made
and how decisions are framed. Design decisions are complex, iterative,
and usually ambiguous. Other situational characteristics that can influence
the sustainability of design decisions include the time horizon of projects,
staff turnover, reward and incentive systems, distribution of responsibility,
and contracts. What are relevant patterns of situational characteristics?
Which situational anti-patterns foster unsustainable decisions? An empir-
ically grounded, robust collection of situational patterns and anti-patterns
can provide highly impactful starting points for translating insights into
practical improvements and pedagogical materials.

7.8. Research Guidelines: How should we study intertemporal SE choices?

The problem areas discussed above give directions and motivations for
research on intertemporal choice in SE. The following guidelines are a min-
imal set to consider when designing research studies and in evaluating their
outcomes, including in peer-review. The first two address scoping and clar-
ity of what is being studied; the next three address clarity in conceptual
design on the axes of scope, control, and intervention; the final two address
methodology. Together, they expand our response to RQ3.

The Decision: Clearly describe each element of intertemporal choice (com-
mitment, uncertainty, temporality, situated cognition, context) to po-
sition each decision in its situation and social context. The distinction
between uncertainty and ambiguity is crucial [21, 12, 83]. Research
designs should be flexible enough to recognise that decisions happen
not only where prescriptive methods place them, but at any point
where those involved can make different commitments. In some cases,
commitment(s) only become visible in hindsight. Follow the lead of
practitioners when they make decisions differently from how, where
and when the methods prescribe them.

Discounting: Studies must follow the state of the art in JDM research
when it comes to describing and evaluating intertemporal choices. This
requires caution in the face of normative models of temporal discount-
ing, careful selection of measurement methods (such as the use of AUC
as a theory-free measure of time preference [26]), and it means we must
examine the interactions between perception, time preference, and the
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psychological distance [84] between decision-makers and those who are
influenced.

Scope: Position each study carefully in the systemic context it examines to
explicitly draw the boundaries of concern: what is observed, what is
assumed, what is cut out from attention, and why?

Control: Carefully substantiate which contextual elements and relation-
ships are controlled and which are not, and evaluate what degree of
freedom this introduces and how.

Intervention: Clearly define the element of intervention, if any, and if pos-
sible, include control groups with no intervention. Carefully consider
established methods for observational and interventional studies to in-
crease validity.

Method: Clearly specify and justify the research method. The topic of in-
tertemporal choice has been investigated for almost two centuries [31],
and fields such as JDM have accumulated vast methodological expe-
rience that should be reused and repurposed before developing SE-
specific research methods. That said, the nature of decisions and situ-
ations in systems design is peculiar. For example, the nature of profes-
sional expertise distinguishes our participants from many consumer-
focused studies in JDM, and the nature of temporality is baked into
the domain. So at some point, with sufficient stable ground under our
feet, we will be in a position to build new methodologies more attuned
to socio-technical design work.

Replication: Document and release study designs, protocols, and data to
enable replication, making use of open data repositories (examples
exist, e.g., [25]). The overall emphasis should be on the recoverability
of research design choices, since direct replication is not suitable for
all studies [58, 33]. Where applicable, invite others to replicate the
work, both in direct collaboration but also as independent work; be
prepared to support the replicators with clarifications, details, and
data if needed. Carefully consider guidelines on replication [13].

8. Conclusions

As software pervades society, SE is now faced with challenges that go
much beyond what most methods used today are prepared to address. A
software system can impact people beyond the customer, users, and other
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stakeholders that current practices identify. Once we start looking, intertem-
poral choices can be found everywhere in systems design. Their temporal
nature provides important clues to how systems design could become more
sustainable. By appreciating intertemporal choice from a JDM perspective,
we gain new opportunities for research and innovation. Intertemporal choice
brings a new lens to a central question of SE.

In intertemporal choice, the when of the outcome intersects with the
who. The decision-makers of the present may not be the ones who bear
the consequences of their designs in the future. Decision-makers can more
readily identify stakeholders close to themselves and cater to their needs than
those who are distant. Stakeholders may be both internal to the software
organisation, such as the developers who must deal with past design choices,
and external, yet unknown groups of people whose lives are affected. As
consequences shift further into the future, knowing who will be affected,
and how, becomes increasingly difficult. But even when those more distant
stakeholders could be considered, they often are not.

Situations in which intertemporal choices are made are often as ambigu-
ous as they are uncertain. We have shown that some software professionals
exhibit temporal discounting, but others do not. Why and how do their
reasons differ? What can we learn to make future decisions more sustain-
able? The range of behaviours suggests that many different factors play into
intertemporal choices. To characterise these decisions, and other similar sit-
uations, we introduced a set of five characteristics and showed how such a
characterisation can result in viewpoints different from those of prevailing
rationalistic approaches. Our example shows how to unpack the intertem-
poral characteristics of concrete situations that arise in everyday software
projects and hunt for more situations to examine. The protocol we have
presented yields much richer data than we can cover in this paper. Future
analyses should move beyond the questions and analyses discussed in the
paper.

Promising opportunities for studies await. We suggested a direction
towards SE interventions that aim for more sustainable decisions when a
temporal aspect is involved, and present her a foundation for future studies.
Intertemporal choice offers a new angle on a problem as old as SE. It is
now time to forge a perspective where consequences at different points in
the future can be taken into account for a much wider range of stakeholders
than SE methods have acknowledged before. We offer our previous work
with openly published data sets [6, 26], and the materials of the present
study, as potential starting points for inspiration.
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