Short Paper

Guidelines for the application of
Data Envelopment Analysis to assess evolving software

Alexander Chatzigeorgiou

Department of Applied Informatics, University of Macedonia
54006 Thessaloniki, Greece
Email: achat@uom.gr

Abstract. The assessment of software evolution in terms of quality poses sig-
nificant challenges as different metrics have to be combined and normalized
over the size of each examined version. Data Envelopment Analysis (DEA), a
non-parametric technique from production economics, can offer a unified view
of several design properties providing insight into global evolutionary trends. In
this paper a set of practical guidelines for the application of DEA and the inter-
pretation of the extracted results is proposed, with a focus on open source soft-
ware, where limited information and documentation might be available.
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1 Introduction

Continuous metric tracking and change monitoring of evolving software is a key fac-
tor to ensure high quality [6] and to identify possible symptoms of software aging and
degrading design. One of the most important challenges that quality assurance has to
confront is the combination of several metrics that express different aspects of code
and design quality into a single unified measure that captures the global trend in the
evolution of software. In other words, even if a certain set of metrics (such as com-
plexity and coupling) is agreed to serve as quantifiable properties expressing higher
level qualitative properties (such as analyzability and changeability) [7] it is non-
trivial to combine the different metric values into a single level or rank.

Data Envelopment Analysis (DEA) [2] is a non-parametric technique, usually em-
ployed in production economics to rank different companies based on their perfor-
mance as captured by financial indicators. In the context of economics, the parameters
for the analysis can be either outputs of the production process, such as profit and
sales or inputs, such as personnel and raw materials. Beyond the ability to provide a
single numerical value for the efficiency of each company, DEA offers the advantage
of normalizing the extracted efficiency scores over the input variables.

We have previously shown that DEA can be effectively ported to the domain of
software quality assessment and can be useful for comparing the design of open
source libraries and application software [3] and for assessing multiple versions of the
same project [4]. In this paper a number of guidelines are suggested, which according
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to our experience facilitate the application of DEA for software evolution analysis and
investigate the impact of various decisions or missing data. The involved concepts are
exemplified through the results on an open-source chart library, namely JFreeChart,
of which 22 successive versions have been analyzed (from 0.9.0 to 0.9.21). It should
be stressed that the results are indicative and emphasis is not placed on their interpre-
tation for this particular project but rather on the advantages that DEA can offer. The
proposed guidelines throughout the paper are marked in bold and italics.

2 Brief Introduction to DEA

Let us consider two companies 4 and B which are assessed by their annual profit
(output of the process) and the personnel employed by each company (input). Assum-
ing that the profit of B is larger than the profit of 4, one cannot simply claim that B is
more efficient than 4. The reason is that, for example, the higher profits of B might
have been achieved with ten times the number of employees of 4. Efficiency could be
trivially obtained in this case as the ratio of output over input. However, efficiency
computation becomes a non-trivial issue when numerous factors should be considered
simultaneously. DEA calculates a so-called "efficient frontier" which is a mathemati-
cal space formed by all efficient units. The degree of inefficiency of all other units is
obtained by their distance from the efficient frontier [2].

In a software context, the goal is to compare and rank different software versions
according to their design quality. Each version can be assessed by a number of me-
trics, serving as outputs of the design process under evaluation. In other words, design
metrics are the outputs that the designers wish to maximize. However, the size proper-
ties (or the offered functionality) of each version should also be considered. The rea-
son can be stated through an example: if we assume that two versions s; and s,
achieve the same value for a particular metric (e.g. complexity), one would consider
the larger one better-designed, in the sense that despite the larger code base or number
of offered features, the designers still managed to keep complexity at the same level.

To summarize, we can employ DEA to rank successive software versions simply
by providing as outputs the design metrics of interest and as input(s) the size characte-
ristics of each version. Eventually, DEA extracts a single efficiency score for each
version. An efficiency score equal to 1 indicates that a version is a good as it could be,
according to the selected criteria. Efficiency scores less than 1 imply that there is
room in improving metric values or that the version achieved certain levels for the
design metrics but is rather small in size, compared to other versions. Results of the
application of DEA on actual open-source and industrial systems can be found in [4].

3 Normal DEA Application

Let us assume that metric values characterizing the design qualities of interest are
available for a number of consecutive software versions that we wish to analyze. For
our example we have used as outputs, metric values concerning cohesion, fan-in and
fan-out, retrieved without any modification from [5] in order to emphasize that DEA



can be applied in any experimental setting. Since no information regarding quantita-
tive measures of the implemented functionality in each version (such as Function
Points) is available, we have used as substitute input metric the number of classes

(NOC). The evolution of these metrics for the examined versions is shown in Fig. 1.
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Fig. 1. Evolution of selected software metrics for JFreeChart

When the trends of individual metrics are not similar during periods of the software
history it becomes difficult to derive a single representative trend. The problem is
analogous to the extraction of a single trend of stock exchange progress when the
trends of several individual stocks have to be considered. We have shown [4] that the
added value of DEA depends on how much the series of metrics data are convoluted:
Guideline 1. DEA is suitable when the trends of individual metrics are convoluted
To run DEA one should simply provide the metric values for each version, desig-
nating the inputs (I) or outputs (O). In the usual setting, DEA assumes that the goal is
to maximize each output. However, for many metrics it is desirable to minimize their
values (such as cohesion and fan-out). To allow for a proper handling of the corres-
ponding variables by DEA, the simplest solution is to invert the corresponding values:
Guideline 2. When the goal is to minimize an output (metric) the corresponding
values should be inverted before the application of DEA
The application of DEA extracts an efficiency score for each version allowing a full

characterization of software evolution. For JFreeChart the results are shown in Fig. 2.
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Fig. 2. Evolution of DEA efficiency score (basic model)



The application of the simple DEA model might be not ideal in some cases when the
approach extracts multiple efficient units (i.e. units with an efficiency score equal or
very close to 1). In these cases it would be harder to discriminate among the examined
versions. For example, in the evolution of DEA efficiency scores for JFreeChart
shown in Fig. 2, it appears that several versions obtain a score that is very close to 1.
Under these circumstances an alternative is to use the super-efficiency DEA model
[1] which is capable of providing a full ranking by differentiating between the effi-
cient units. This is achieved by excluding the efficient unit under evaluation from the
efficient frontier. The effect of this is to shrink the frontier, allowing the efficient unit
to become super-efficient since it now has a score greater than unity. The user simply
has to select the corresponding model in the tool that he employs:

Guideline 3. When the application of the basic DEA model leads to multiple ver-
sions with an efficiency score equal or close to one, the super-efficiency DEA model
should be used instead.

The application of the super-efficiency DEA model on the examined versions of
JFreeChart leads to the efficiency scores shown in Fig. 3 (to illustrate the effect of
selecting a different model the DEA results from the basic model are also shown).
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Fig. 3. Evolution of DEA efficiency score: Super-efficiency vs. basic model

4 Selection of Outputs

It is reasonable to assume that the selection of metrics plays an extremely important
role in the assessment of software quality. The selection of output variables unavoida-
bly impacts the extracted efficiency scores obtained by DEA and as a result the over-
all trend that is depicted as evolution of software quality. To illustrate this and to em-
phasize the importance of selecting the most appropriate metrics, a 3-stage experi-
ment has been performed, where one of the three output metrics is excluded from the
set of outputs at each stage. The results are shown in Fig. 4 (the super-efficiency DEA
model is employed). To allow a comparison to the results obtained when all output
metrics are considered, the initial efficiency scores of Fig. 2 are also shown.
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Fig. 4. Impact of excluding output metrics on the DEA efficiency scores

As it can be observed, the overall trend and ranking of the examined versions remains
rather unaltered when excluding one out of the three considered output metrics from
the evaluation. However, subtle differences can be observed and since the application
of DEA is simple and effortless one should possibly investigate the various options by
experimentation:

Guideline 4. The output variables can have varying impact on the extracted DEA
scores. When not sure about the necessity to consider a metric, experimentation
could highlight whether its impact is significant or not.

In general, DEA can handle any number of outputs. However, as the number of con-
sidered outputs increases, the discriminative power of the approach becomes weaker.
Consequently, the consideration of a large set of metrics would not lead to a sharp
discrimination among the examined versions. The aforementioned guideline might be
valuable for reducing the set of examined metrics.

5 Application in case of no inputs

As already mentioned, DEA has the ability to "normalize" the efficiency over the size
characteristics of each version. However, the impact of considering size might be
large when there are large differences between versions, shadowing the effect of other
metrics. Moreover, the use of substitute size measures instead of the amount of of-
fered functionality might not always be the right choice as size metrics, such as num-
ber of classes or methods are also dependent on the design decisions. In these cases it
might be preferable to ignore inputs and this can simply be done in DEA by providing
a constant input to all examined versions, zeroing the effect of input variables to the
model. In Fig. 5 the obtained DEA efficiency scores are shown when a constant input
with value 1 is assumed for each version. To allow the comparison to the results ob-
tained when input is considered, the initial DEA efficiency scores are also depicted.

The impact of the input on the obtained scores and the ranking of versions is signif-
icant, justifying the use of DEA as an approach for software evolution analysis:
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Fig. 5. Impact of excluding input on the DEA efficiency scores

Guideline 5. Inputs can be neglected from the application of DEA by setting a con-
stant value to the input variables. However the exclusion of inputs might have a
significant impact on the obtained evolutionary trends.

6 Conclusions

Data Envelopment Analysis offers a promising alternative for the assessment of soft-
ware evolution by combining several metrics that serve as quality indicators and by
normalizing the obtained scores over the size characteristics of each examined ver-
sion. In this paper the impact of several alternatives in the application of DEA is ex-
amined resulting to a set of practical guidelines.
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